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ABSTRACT

The rapid expansion of citizen science initiatives has led to a significant growth of biodiversity
databases, and particularly presence-only (PO) observations. PO data are invaluable for understand-
ing species distributions and their dynamics, but their use in a Species Distribution Model (SDM) is
curtailed by sampling biases and the lack of information on absences. Poisson point processes are
widely used for SDMs, with Maxent being one of the most popular methods. Maxent maximises
the entropy of a probability distribution across sites as a function of predefined transformations of
variables, called features. In contrast, neural networks and deep learning have emerged as a promis-
ing technique for automatic feature extraction from complex input variables. Arbitrarily complex
transformations of input variables can be learned from the data efficiently through backpropagation
and stochastic gradient descent (SGD). Yet, deep learning was mainly developed for classification
problems, and learning robust features and species abundances across space while properly correcting
for sampling biases has remained a challenge so far. In this paper, we propose DeepMaxent, which
harnesses neural networks to automatically learn shared features among species, using the maximum
entropy principle. To do so, it employs a normalised Poisson loss where for each species, presence
probabilities across sites are modelled by a neural network. We evaluate DeepMaxent on a benchmark
dataset known for its spatial sampling biases, using PO data for calibration and presence-absence
(PA) data for validation across six regions with different biological groups and covariates. Our
results indicate that DeepMaxent performs better than Maxent and other leading SDMs across all
regions and taxonomic groups. The method performs particularly well in regions of uneven sampling,
demonstrating substantial potential to increase SDM performances. The method opens the possibility
to learn more robust features predicting simultaneously many species to arbitrary large datasets
without increased memory requirements. The model likelihood, arising from a Poisson process,
makes the method compatible with the integration of more standardised types of data to further
increase sampling bias correction. In particular, our approach yields more accurate predictions than
traditional single-species models, which opens up new possibilities for methodological enhancement.

Keywords species distribution modelling · neural networks · maximum entropy principle · deepmaxent · presence-only
data · sampling bias · target-group background

1 Introduction

In recent years, the rapid growing number of citizen science projects has contributed significantly to the expansion of
biodiversity databases, particularly through the collection of presence-only (PO) observations [Callaghan et al., 2022,
Bonnet et al., 2020]. PO records have been instrumental to improve our understanding of species distributions and
help to inform conservation strategies Carvalho et al. [2011], Guisan et al. [2013]. However, building reliable Species
Distribution Models (SDM) from PO data obtained from opportunistic observations, without a homogeneous sampling
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protocol, is challenging due to the many sampling biases and errors to handle (Boakes et al. [2010], Bird et al. [2014],
Hughes et al. [2021]). Sampling bias correction in SDM becomes even more challenging when SDM become more
complex, e.g. based on deep learning [Deneu et al., 2021, Estopinan et al., 2022, Cole et al., 2023]. The correction of
sampling bias in SDMs based on deep learning has not been addressed to date, yet is an essential step if these methods
are to take advantage of PO data.

Maxent [Phillips et al., 2006] is one of the most widely used and effective methods for modelling species distributions
based on PO data [Warren and Seifert, 2011, Elith et al., 2006, 2020, Valavi et al., 2022]. Maxent generates a probability
distribution across sites representing the sampled area (i.e. background points). The probability distribution is defined
as a function of various transformations, hereafter called features, of input environmental variables provided by the
user. Maxent’s name arises from the fact that it estimates the probability function by maximising its entropy under
constraints on the features. A major issue when calibrating any SDM on PO data is spatial sampling bias, which arises
from the clustering of PO records in certain areas, typically of higher accessibility or greater human activity. Such bias
can distort SDM outputs, leading to inaccurate species distribution estimates [Yackulic et al., 2013, Fithian et al., 2015,
Phillips et al., 2009]. To mitigate spatial sampling bias in Maxent, instead of drawing background points uniformly
across the area, Phillips et al. [2009] proposed to restrict them to the areas actually sampled, which should reduce the
number of false-absences. Specifically, they showed that using occurrences of a group of species, targeted for sampling
along with the focal one, to define background points yielded an efficient bias correction (the Target-Group Background
correction, hereafter TGB). Furthermore, Maxent is equivalent to a Poisson regression over sites and to inhomogeneous
Poisson Point Process (PPP) models [Renner and Warton, 2013], so that common PPP models of the biased sampling
of PO data [Fithian et al., 2015] can be used to show that the TGB correction has theoretical guarantees of robustness to
spatial sampling bias under some assumptions [Botella et al., 2020].

Deep learning is a family of data-driven methods that allow fitting arbitrary non-linear functions using neural networks,
backpropagation and stochastic gradient descent [Goodfellow et al., 2016, Hornik et al., 1989, LeCun et al., 1989].
Unlike other machine learning approaches, deep learning methods allow to simultaneously learn predictive functions
while learning an appropriate feature representation, eliminating the need for feature design. Feature design is an
important step in traditional SDMs including Maxent [Phillips and Dudík, 2008, Komori et al., 2024], while deep
learning-based methods can automatically capture potentially complex and non-linear representations directly from
the data [LeCun et al., 2015, Schmidhuber, 2015, Deneu et al., 2021, Estopinan et al., 2022]. Learnt features tend to
be more predictive and robust the more species are simultaneously used for training [Chen et al., 2017, Botella et al.,
2018], leading to a recent interest in deep learning algorithms for multi-species distribution modelling [Kellenberger
et al., 2024]. Deep learning approaches have been shown to have an edge over other methods in cases where structured
and high-dimensional data, such as remote sensing imagery, are used as input variables [Deneu et al., 2021, Estopinan
et al., 2024]. However, these models are still found to underperform with low-dimensional input variables. After all,
they remain susceptible to sampling biases [Zbinden et al., 2024], potentially amplifying them due to their capacity of
fitting arbitrary functions, which can lead to inaccurate conclusions and flawed conservation strategies.

In this study, we propose a method that uses the Maxent principle of maximum entropy, with its bias correction
capabilities, within a deep learning framework (DeepMaxent) where the features are learnt to predict simultaneously
multiple species from PO data. Each species probability distribution across sites is represented as a log-linear function of
the joint latent features. Using the equivalence of Maxent and PPPs, we propose a loss function based on the maximum
entropy principle of Maxent. We show that computing the loss over any batch of sites preserves the global minimiser of
the full loss, so that we can apply the SGD algorithm to train the model and benefit from its regularisation and scalability.
We show how the TGB correction can be implemented in DeepMaxent to mitigate spatial sampling bias. We evaluate
DeepMaxent on a reference dataset [Elith et al., 2020] encompassing PO data for training and presence-absence (PA)
data for evaluation in six distinct regions and comprising different biological groups. We compare the approach to
various state-of-art SDMs, notably Maxent, its TGB correction and other multi-species deep learning based SDM. We
also test the robustness of DeepMaxent to various neural network architectures and hyper-parameters for its training.

2 Materials and Methods

2.1 DeepMaxent: point process for SDM based on neural networks

2.1.1 Point processes and Poisson loss

Given some geographic domain D ∈ R2, the true abundance of a species j ∈ [1, N ] across this domain is often
modelled by the intensity function λj : D 7→ R+ of an inhomogeneous Poisson process [Renner et al., 2015, Fithian
et al., 2015]. In this probabilistic model, the expected abundance of species j in any sub-domain di ⊂ D is written
λij =

∫
di
λj(z)dz. We will generally consider a set of K non-overlapping sub-domains that we will refer to via their
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index i ∈ [1, . . . ,K], with D =
⋃

i di. We will denote as λ : D 7→ RN
+ the vector-valued function of intensities

associated with each point in D for a set of N considered species.

PO data, the actual observations, consist of a set of count vectors y := {yij}K,N
i=1,j=1 corresponding to the K sites and

N species, with yij ∈ N+. Most often in PO data, a given yij is very sparse.

Since the observation process is modelled as an inhomogeneous Poisson point process, a loss function L is defined to
integrate the likelihood of the observed counts as a function of the intensity function λ [Cressie, 1993]. In this paper,
we use the notation LP(λ, y) to denote the Poisson loss between occurrence counts y := {yij}K,N

i=1,j=1 and estimated
intensity values λ := {λij}K,N

i=1,j=1 across the K sites and N species. This can be formulated as:

LP(λ, y) =
1

KN

K∑
i=1

N∑
j=1

(λij − yij log λij) . (1)

The probability function λ̃j : D 7→ R+ of species j, where
∫
D λ̃j(z)dz = 1, which describes its relative distribution

across space, is defined by normalising λj by the partition function over the geographic domain,
∫
D λj(z)dz. When

using the set of sites, the normalised intensity λ̃ij at site i for a given species j is expressed as follows:

λ̃ij =
λij∑K

k=1 λkj

. (2)

In this context, λ̃ij can be interpreted as the relative probability of species j being observed at site i, given that an
occurrence happens somewhere within the K sites. Equivalently for observation counts, the probability function ỹij for
species j, which represents its relative distribution in space, is defined by normalising yij by the sum of observations
yij over all sites K in the geographical domain D. This normalised intensity ỹij for species j at site i is given by :

ỹij =
yij∑K

k=1 ykj
. (3)

When incorporating this normalisation into the Poisson loss, the original formulation of the Poisson log-likelihood can
be reformulated to reflect the normalised intensities. In this context, λ̃ij can be interpreted as the relative probability of
species j being observed at site i, given that an occurrence happens somewhere within the K sites. Given that λ̃ij now
represents a proportion (i.e., a "density-like" measure), the loss function is adjusted to ensure that these normalised
values are used consistently. The loss can then be expressed as follows:

LH(λ̃, ỹ) = − 1

KN

K∑
i=1

N∑
j=1

(
yij∑K

k=1 ykj

)
log

(
λij∑K

k=1 λkj

)
. (4)

Note that LH(λ̃, ỹ) represents a cross entropy loss that corresponds to the Maxent loss formulation, which is also
equivalent to the conditional negative log-likelihood of a Poisson point process, as previously demonstrated by Renner
and Warton [2013]. As shown in appendix A.1, it implies that the losses in equations 4 and 1 are equivalent in the
space of normalised intensities (i.e. values of λ̃). However, the Poisson loss introduces a constant factor in the intensity
that can affect the learning of the parameters determining λ̃. In the multi-species case, however, the per-species
normalisation of the PO labels yij according to the total number of observations

∑K
k=1 ykj leads to all species having

the same weight in the total loss. This can lead to learning a joint latent representation (see below) that is overwhelmed
by the noisy learning signal from rare species. To address this problem, we propose to weight the loss per species
proportionally to their number of PO occurrences wj :=

∑K
i=1 yij , which leads to:

LH,W(λ̃, y) = − 1

KN

K∑
i=1

wj

N∑
j=1

(
yij∑K

k=1 ykj

)
log

(
λij∑K

k=1 λkj

)
= − 1

KN

K∑
i=1

N∑
j=1

yij log

(
λij∑K

k=1 λkj

)
(5)

Note that if the intensity of each species was based on pre-determined covariates, this weighting wouldn’t have any
impact on the estimated intensities. However, given that we learn a joint features representation between species (as
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introduced below), the model can calibrate this representation to favour performance on certain species at the expense
of others during learning.

2.1.2 Feature extraction based on neural network

In Maxent, the intensity value in a given site is a function of a vector of environmental variables x ∈ RP in that site.
More precisely, this intensity is defined as a log-linear function of a feature vector f(x), composed of pre-determined
transformations of x. We extend the principle of Maxent by replacing its feature vector f(x) with a feature extractor
instantiated as a neural network g : RP 7→ RC parametrised by θ, where C is the dimensionality of the last hidden
layer, the joint latent representation that is common to all species, as illustrated in Figure 1. The intensity function
λj(x) of species j in DeepMaxent is then given by:

λj(x) = exp
( C∑
c=1

γjcg(x; θ)c + bj
)
, (6)

where γ ∈ RN×C and b ∈ RN can be treated the weights and the bias term of an additional linear layer that maps
from RC to RN , corresponding to the number of species. The function g can automatically learn complex, non-linear
relationships between environmental variables and the presence of multiple species from the data, potentially enabling
the model to identify environmental patterns not considered by traditional approaches. A key advantage of DeepMaxent
is its scalability to many species. DeepMaxent computes a single feature vector g(x) per site for all species, so adding
more species does not increase the computational cost of computing g(x). In addition, all the species contribute to
learning g, which means that species with very few observations can benefit from the learning signal provided by other
species. These properties are interesting when g is designed to have more capacity, e.g. when it includes several hidden
layers or if the neural network takes high dimensional input variables such as spatio-temporal data.

1

1

1

Figure 1: The residual neural network to estimate the intensity λ from variable input (x0), where P as is the variable
number input, where C is the number of hidden layer nodes, and N denotes the number of species (or target categories).
The illustrated case involves two hidden layers. In the special case where there is only one hidden layer, no residual
addition is applied.

DeepMaxent is architecture-agnostic, and in this work we chose a g based on a residual neural network architecture
(see Figure 1), which takes the vector of environmental variables x as input. x is transformed by a sequence of hidden
layers g = g1 ◦ g2 ◦ · · · ◦ gL, whose number L and size are the main hyper-parameters. Residual connections between
adjacent hidden layers were incorporated introducing shortcuts that allow the input of a layer to bypass the non-linear
transformations and be directly added to the output (xl+1 = xl + gl(xl)). The output of the last hidden layer (g(x)),
used as our latent feature vector, leads to the output layer, which is composed of each species intensity measure λj(x).

2.1.3 Batched algorithm and partition function approximation in DeepMaxent

One of the challenges of adapting Maxent to a deep learning framework is the computation of the partition functions∑
k λkj for each species j, corresponding to the denominator in equation 2, which normalises the predicted intensity
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λj(x) over the K sites. When the geographic domain becomes large, or when the spatial resolution is increased, the
number of terms K becomes large, and computing this function may be particularly expensive in a deep learning
context where each gθ(xi) may already be costly. To address this consistently with the batched optimisation algorithms
used in deep learning, such as Stochastic Gradient Descent (SGD), we modify the normalisation step by computing the
loss function on a small random subset of sites B ⊂ [1,K], called batch, hence normalising the intensities within the
batch. The batch-wise loss is then written as follows:

L(λ̃i∈B , ỹi∈B) = − 1

|B|N
∑
i∈B

N∑
j=1

yij∑
i∈B yij

log

(
λj(xi)∑
i∈B λj(xi)

)
. (7)

This batch-wise loss makes the model optimisation computationally feasible by computing it one batch at a time, and
thus allows it to be scalable to large domains and trained efficiently with any stochastic optimiser based on random
batches, such as the very commonly used method Adam which we use here (Kingma [2014]). However, it must be
noted that the batch-wise loss is not a simple approximation of the full loss, as for instance the normalised labels tend to
have a larger value for smaller batches. Nevertheless, we provide the mathematical guarantee that, for any batch size n
(1 < n < K), optimising the model on all batches also optimises the full loss (see Appendix A.3). This suggests that
our final estimator should be somehow close to the global minimiser of the full loss, even though we will unlikely obtain
the latter. Similarly to supervised contrastive methods Khosla et al. [2020], the intensity predictions could become more
specific, and more concentrated around the occurrences, as the batch size increases. A small batch size could, on the
other hand, result in smoother species intensities. Therefore we tested the impact of the batch size during training on
the final predictions of DeepMaxent. Given the expression of λj(xi) in equation 6, its normalisation across the batch B
writes as exp(γT

j gθ(xi))/
∑

k∈B exp(γT
j gθ(xk)). This is a particular case of a softmax function applied to the logits

γT
j gθ(xk) over the batch B.

2.1.4 Spatial sampling bias correction with Target-Group Background correction

When occurrence concentration is biased by spatial variations in sampling effort, a popular SDM correction approach is
the Target-Group Background (TGB) method Phillips et al. [2009], which was initially proposed to correct sampling
bias in Maxent. The method basically approximates the spatial sampling effort through the distribution of occurrences
of a Target-Group of species, providing background points to Maxent for each site where TG species were reported. In
other words, TGB restricts the study domain to the sites with at least an evidence of sampling effort (one observation),
which reduces the problem of false absences. The strategy is expected to work when TG species are reported jointly
with the focal species (e.g. the TG is a biological group targeted by a citizen science program).

In DeepMaxent, which is a multi-species model, it can be relevant to define the whole set of N predicted species as the
Target-Group. This is done in the empirical study below: For each region, each biological group is the set of predicted
species and the Target-Group, so the sites where at least one of the these TG species was observed are the background
sites. Then, for each iteration of our batched algorithm, we randomly select a same subset of TG background sites for
all predicted species.

2.1.5 L2-regularisation implementation in DeepMaxent

Maxent makes use of a L1 penalisation, on the species weights γj that model the relation between the features and the
density prediction. The L1 term, known as LASSO penalty, encourages γj to become sparse, thus selecting a subset of
features.

The L1 regularisation is important in Maxent due to a number of features that grows more than quadratically with
the number of environmental variables provided a priori by the user. In DeepMaxent, the latent features are learned
to maximise prediction performances, removing the need for feature selection. For DeepMaxent, we employ a L2
regularisation, i.e. a penalty on the Euclidean norm of the γj , which encourages small but non-zero weights, which may
induce a smoothing of the estimated species intensities. The total loss function thus becomes:

Ltotal(λ̃, y; θ, γ) = LH(λ̃, y; θ, γ) +
τ

2
(∥θ∥22 + ∥γ∥22) (8)

where τ is the weight decay coefficient. This term penalises large weight values, encouraging the model to learn smaller
weights without enforcing sparsity.
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2.2 Evaluation of model performance

2.2.1 Dataset

For our experiments we used an openly released dataset from the National Centre for Ecological Analysis and Synthesis
(NCEAS) [Elith et al., 2020]. This dataset includes PO (for SDM training) and presence-absence (PA, for SDM
evaluation) data from six global regions: Australian Wet Tropics (AWT), Canada (CAN), New South Wales (NSW),
New Zealand (NZ), South America (SA) and Switzerland (SWI) [Elith et al., 2020]. Each regions is associated with
a specific set of species, and sometimes from several biological groups (see Table 1), with a total of 226 anonymous
species. The dataset provides specific environmental variables for each region, including climatic, soil or location
variables (see more details Elith et al. [2020]).

The NCEAS dataset has been used to evaluate and compare various SDM methods based on presence-only data [Elith
et al., 2006, Phillips et al., 2009, Zbinden et al., 2024, Valavi et al., 2022] and it allows us to compare the performances
of DeepMaxent with existing SDM methods (section below).

[Phillips et al., 2009] studied spatial sampling biases and found that the PO data in certain regions (AWT, CAN, and
SWI) contain high levels of such biases. This is the data that we use to train all our models.

Table 1: The total number of species, the occurrence number in PO data and the total number of species presence in PA
data for each region and biological group

Code Location Biological Group Species number Occurrences number
PO PA

AWT Australian wet tropics bird 20 3105 340
AWT Australian wet tropics plant 20 701 102
CAN Ontario, Canada bird 20 5063 14571
NSW New South Wales bates 10 187 570
NSW New South Wales birds 7 1781 1839
NSW New South Wales plants 29 680 5329
NSW New South Wales reptile 8 675 1008
NZ New Zealand plant 52 3088 19120
SA South America plant 30 2220 152
SWI Switzerland tree 30 35105 10013

2.2.2 Evaluation metrics

To directly compare our results to Phillips et al. [2009], Zbinden et al. [2024] and Valavi et al. [2022], we evaluated our
method performances with the Area Under the ROC Curve (AUC) on the PA plots of the NCEAS dataset. The AUC is
the empirical probability that a presence site has a higher model-predicted value than an absence site. In other words, it
measures the model ability to distinguish between presence and absence classes based on its predicted scores. The
NCEAS dataset being decomposed into regions and biological groups, for each region the average across biological
groups of the AUCs and the general average of the latters across regions were calculated.

2.2.3 Implementation details

In this study, the first version of DeepMaxent method was implemented using Python and PyTorch framework and
openly available at https://github.com/RYCKEWAERT/deepmaxent. The architecture was designed as a Multilayer
Perceptron (MLP) residual neural networks (see Figure 1) with four fully connected layers interconnected by Rectified
Linear Unit (ReLU) activation.

Cross-validation was performed to optimise hyperparameters, using spatial blocking based on geographic data [Valavi
et al., 2019, Roberts et al., 2017]. As suggested in Zbinden et al. [2024], the cross-validation is performed exclusively on
PO data. Once cross-validation has been performed, the parameter values are set and are the same for all DeepMaxent
models for all regions and target-Groups, so as to be comparable with other models. The final model is then calibrated
with these hyperparameter values on the whole PO data and applied to the PA data.

2.2.4 Baseline losses

We implemented the Poisson regression loss (see Eq. 1) to test the effect of the density normalisation in DeepMaxent on
the estimator quality. The Poisson loss is also equivalent to fitting the intensity of a gridded inhomogeneous Poisson

6
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point process (Renner and Warton [2013]) over our sites. Other commonly used loss functions in deep learning,
and notably for SDMs, namely Cross-Entropy over species (CE, Deneu et al. [2021], Brun et al. [2024]) and Binary
Cross-Entropy (BCE, Benkendorf and Hawkins [2020], Zbinden et al. [2024]) were implemented. All the baseline
implementations were performed using the same architecture (2 hidden layers), optimiser (Adam), and hyperparameters
(learning rate: 0.0002, batch size: 250) as the best performing DeepMaxent implementation, except for the weight
decay τ which we kept to 0 for the baselines, as this regularisation did not improve any of them. Each loss function was
evaluated both with and without TGB correction.

The Cross-Entropy over species loss (CE), LCE(λ, y) (equation 9), measures for each site the deviation between
a predicted probability distribution across species and the associated empirical distribution based on the species
observations in that site. In this case, the predicted probabilities are obtained by normalising the intensity values over
the species λ := {λij}K,N

i=1,j=1 (implemented with a softmax as for DeepMaxent):

LCE(λ, y) = − 1

K

K∑
i=1

N∑
j=1

yij∑N
k=1 yik

log

(
λij∑N
k=1 λik

)
(9)

The Binary Cross-Entropy loss, LBCE(λ, y), was implemented for the case where y ∈ {0, 1} represents a binary
variable, taking the value 1 for presence and 0 for absence. For binary classification, a sigmoid function is used to map
the predicted logits λij to probabilities, making it a simpler case compared to multi-class classification (which uses the
softmax function). The BCE loss is defined as:

LBCE(λ, y) = − 1

KN

K∑
i=1

N∑
j=1

(y,ij log σ(log(λij)) + (1− y,ij) log(1− σ(log(λij)))) , (10)

where σ is the sigmoid function here applied to the linear predictor, or "logit", of each species log(λij) = γT
j gθ(xi)+bj .

3 Results

3.1 Comparative analysis of SDM methods

Table 2 shows the performances of various standard comparative methods, including Maxent, Boosted Regression Tree
(BRT) with or without TGB correction, and the neural network model for multi-species proposed by Zbinden et al.
[2024], all evaluated with the average AUC per region and the general average [Phillips et al., 2006, Valavi et al., 2022,
Zbinden et al., 2024]. It also contains the performance of our main DeepMaxent implementation (best architecture and
hyperparameters) and the baseline losses, with or without the TGB correction.

Without TGB sampling bias correction, performances are close among methods and range from 0.718 to 0.723 in
general average AUC (Table 2), except for the CE loss which is much better (0.731). Except for the latter, we observe no
general performance gain for the tested deep learning losses (BCE, Poisson, DeepMaxent, ranging from 0.719 to 0.720)
compared to the literature methods, e.g. Maxent (0.721) or the best SDM Ensemble of Valavi et al. [2022] (0.723).

The TGB correction brings a consistent general performance improvement for all methods, including the ones of
the literature and our implementations. However, not all approaches respond equally strongly to the sampling bias
correction. For instance, Maxent gains 0.039 in general averaged AUC by using TGB, and it is the same for BRT.
Regarding our implemented baseline losses, TGB induces an AUC gain of 0.011 for the CE loss, 0.044 for the BCE loss
and 0.039 for the Poisson loss. Finally, DeepMaxent gains 0.047, making it the best method in terms of general AUC
(0.767). These results show that the proposed DeepMaxent is particularly adapted to this bias correction technique
while it enables to leverage the predictive potential of neural networks for multi-species spatial intensity estimation.
The largest region average AUC gains were mostly seen in regions CAN and AWT, where spatial sampling bias is
the strongest according to [Phillips et al., 2009]. Note that the best method of Zbinden et al. [2024], achieving a
general averaged AUC of 0.755, incorporated both random and TGB points as absences in their BCE loss, and their
results specifically showed the key role of the TGB points in this performance. DeepMaxent-TGB also had the best
AUC in four of the six regions (CAN, NSW, NZ, SWI), showing that it is robust across regions and biological groups
(NSW includes four biological groups, see Table 1). BCE-TGB is the second-best method in general AUC (0.763).
In contrast, CE-TGB and Poisson-TGB yield poorer general AUC (0.745 and 0.758) than Maxent-TGB (0.760) or
BRT-TGB (0.759).
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Table 2: Comparison of method performance by region-averaged AUC and general averaged AUC over all regions.
The best average AUC for each column is highlighted in bold, while the second-best averaged AUC is underlined. The
references correspond to results from the following articles: [1] Valavi et al. [2022], [2] Phillips et al. [2009] and [3]
Zbinden et al. [2024].

Regions

AWT CAN NSW NZ SA SWI avg

Results from the literature
Single-species models
Maxent [1] 0.686 0.587 0.700 0.738 0.804 0.809 0.721
BRT [1] 0.681 0.577 0.701 0.735 0.795 0.816 0.718
RF down-sampled [1] 0.675 0.572 0.715 0.746 0.813 0.818 0.723
Ensemble [1] 0.683 0.580 0.710 0.749 0.806 0.812 0.723
Maxent (using TGB) [2] 0.732 0.716 0.741 0.738 0.798 0.837 0.760
BRT (using TGB) [2] 0.700 0.728 0.738 0.740 0.792 0.842 0.757
Multi-species models
Zbinden et al. [3] 0.704 0.714 0.719 0.741 0.815 0.838 0.755

Results from our implementations
Baseline losses
CE 0.701 0.661 0.732 0.724 0.772 0.793 0.731
CE (using TGB) 0.727 0.708 0.739 0.732 0.771 0.792 0.745
BCE 0.656 0.600 0.718 0.736 0.804 0.799 0.719
BCE (using TGB) 0.723 0.726 0.743 0.739 0.803 0.846 0.763
Poisson loss 0.658 0.599 0.714 0.737 0.804 0.799 0.719
Poisson loss (using TGB) 0.712 0.727 0.732 0.731 0.800 0.846 0.758
Proposed loss
DeepMaxent 0.654 0.593 0.718 0.744 0.803 0.810 0.720
DeepMaxent (using TGB) 0.714 0.732 0.752 0.754 0.803 0.850 0.767

3.2 Sensitivity study

Table 3 shows the average AUCs calculated for all regions, according to six different values for each hyperparameter:
batch size, number of hidden layers and weight decay. A detailed analysis of AUC values for each region is provided
in the appendix (D). The general performance of DeepMaxent-TGB was quite robust to hyper-parameter choices and
neural network depth. In particular, DeepMaxent-TGB kept a general average AUC above 0.764, i.e. above all other
methods, for all tested batch sizes, ranging from 10 to 2500. Qualitatively, a smaller batch size induces smoother species
intensity maps, while larger batch size tends to concentrate the intensity in higher abundance areas, as illustrated for one
species in the region CAN in Figure 2. The L2 regularisation (weight decay) has a larger impact on DeepMaxent-TGB
performance. The regularisation has a small but consistently positive impact on the performance up to a value of
3× 10−4 (see Table 3), while further increasing the weight decay value results on a performance degradation due to
oversmoothing (see Figure 2). DeepMaxent-TGB keeps the highest general average AUC among tested methods for
τ ranging from 3 × 10−4 to 1 × 10−3 . Varying the number of hidden layers in the neural network architecture of
DeepMaxent from one to two had almost no effect, with a same general averaged AUC of 0.767 (Table 3), and the AUC
softly and progressively decreased for three (0.766), four (0.764), five (0.762) and six layers (0.759).

Table 3: Average AUC values for DeepMaxent-TGB across all regions, calculated for six different values of each
hyperparameter: batch size, number of hidden layers, and weight decay. The default values used are a batch size of 250,
two hidden layers, and a weight decay of 3e-4.

Batch size AUC Hidden layers AUC Weight decay AUC
10 0.765 1 0.767 0 0.762
25 0.765 2 0.767 3e-5 0.763
100 0.767 3 0.766 1e-4 0.765
250 0.767 4 0.764 3e-4 0.767
1000 0.766 5 0.762 1e-3 0.765
2500 0.764 6 0.759 3e-3 0.757
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Smaller batch size Lower weight decay

Reference

Larger batch size Higher weight decay

Figure 2: Estimated probabilities for the species can14 (CAN) by varying batch size and weight decay, while keeping
other hyperparameters at their default values (batch size = 250, hidden layers = 2, weight decay = 3 × 10−4) corre-
sponding to an AUC of 0.919. Results are shown (i) for different batch sizes: (i) a lower batch size (10) with AUC of
0.923, (ii) a reduced weight decay (1× 10−5) with an AUC of 0.904, and (iii) a higher batch size (2500) with an AUC
of 0.921, while a larger weight decay (1× 10−1) with an AUC of 0.555.

4 Discussion

The proposed DeepMaxent method, which jointly learns the spatial density for multiple species through a scalable
batched algorithm and allows inducing results with maximum entropy, was evaluated on a benchmark consisting of
six distinct regional datasets. These include different biological groups and covariates. Compared to state-of-the-
art methods, DeepMaxent with the TGB bias correction achieved the highest average AUC across all regions and
outperforms all other methods in four of the six regions (see Table 2). It notably surpasses the single-species Maxent
and BRT methods with TGB correction, as well as the recent multi-species neural network method of Zbinden et al.
[2024]. We applied the TGB correction for spatial sampling bias correction with presence-only data Phillips et al.
[2009] to DeepMaxent by restricting training sites to the ones including at least one observation of the biological group
from which the species are predicted. We showed that DeepMaxent is particularly adapted to the TGB correction as it
outperformed the same multi-species model learned with three other commonly used loss functions in this context:
The Poisson loss from which it derives (Renner and Warton [2013]), the cross-entropy over species (Deneu et al.
[2021], Brun et al. [2024]) and the binary-cross-entropy loss (encoding occurrences as presence and pseudo-absences,
Benkendorf and Hawkins [2020], Zbinden et al. [2024]). We believe this is an important result in the sense that it
demonstrates that (i) our methodology for extending Maxent to deep learning is functional on biased presence-only
data, (ii) it outperforms the original Maxent method on the same input tabular data and (iii) it outperforms alternative
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loss functions used for multi-species SDM based on neural networks. Further efforts could adapt different background
sampling strategies while respecting dataset specificity for biological groups and species [Schartel and Cao, 2024].

For feature extraction, a fully-connected neural network with just one or two hidden layers was found to be optimal
for these datasets which comprise only tabular data. This simple MLP architecture performs well on tasks involving
low-dimensional and unstructured data. While deep learning is often associated with large models, simpler architectures
can be more efficient and beneficial for such tasks. For multi-species settings, DeepMaxent reduces the overall
computational cost by learning a single feature extractor shared across species [Ba and Caruana, 2014, Raghu et al.,
2017], notably compared to methods relying on more resource-intensive, per-species, calculations [Merow et al., 2014].

More broadly, the proposed approach is flexible regarding the type of input and species observation data and should
facilitate data integration approaches in the future by using neural networks. In the case of more structured input
data, the neural network architecture could be adapted to ingest different types of structured inputs (e.g., sequential or
spatial), which might lead to capturing complementary spatio-temporal environmental patterns (Deneu et al. [2021],
Estopinan et al. [2022]). Importantly, DeepMaxent is the first method to bridge the gap between deep learning and point
process-based SDM (Renner et al. [2015]). Using the formulation of the Poisson process within the loss function, our
method could seamlessly incorporate additional loss terms to integrate diverse and more standardised types of species
observations, such as presence-absence surveys (Fithian et al. [2015]), detection/non-detection histories (Koshkina et al.
[2017]), and abundance or imperfect count data (Dorazio [2014]). This approach, called integrated SDMs, have recently
been highlighted as a promising avenue to enhance the reliability of SDMs (Miller et al. [2019], Isaac et al. [2020],
Mostert and O’Hara [2023]). Extending DeepMaxent with this approach could use standardised datasets to disentangle
the real abundance of each species from detection biases, while harnessing the extensive geographic coverage of
opportunistic presence-only data.

The DeepMaxent loss was notably more adapted to the TGB bias correction technique compared to the BCE, CE and
Poisson losses. Regarding BCE with TGB, which was the second-best method overall, it suggests that interpreting
TG background sites as absences is reasonable as it filters many false absences, but not optimal as it gives too much
importance to the remaining false absences. An apparent paradox is that, given the equivalence between the Maxent and
Poisson process losses (Renner and Warton [2013]), which applies to any model for the spatial intensity (e.g. neural
networks) and induces the equivalence between the DeepMaxent-TGB and Poisson-TGB losses, we would expect
similar results for the two latter losses, but they were different. We see two hypothetical algorithmic explanations that
could jointly play a role in this discrepancy: (i) the intensity scale in the Poisson loss, which cancels in the DeepMaxent
loss, affects the gradient on the other parameters determining the density, the learning trajectory and final estimates, and
(ii) the stochastic batched algorithm interacts with (i) in deviating the two estimates. Even though the CE loss had the
best results without TGB correction, and thus appears natively less sensitive to spatial sampling bias, its performances
with TGB remained below the best methods which relied on this correction (DeepMaxent, BCE, Poisson, Maxent).
This limited performance may be due to the loss of information on the spatial variations of the intensity for each species
when normalising the intensity across species for each site. More broadly, regarding the estimation of multiple species
spatial intensities from biased presence-only data, it suggests that learning to classify the most likely observed species
per site is a limited approach.

Additionally to the smoothing of species spatial densities brought by the loss function of DeepMaxent, which induces
entropy maximisation, this study also highlighted that the L2 regularisation induced more spatial smoothing which
enhances model performance in a deep learning setting. This spatial smoothing can be related to the effect of the
L2 regularisation of Maxent Phillips et al. [2006] and, more broadly, to regularised loss functions improving the
robustness of point process based SDMs Komori et al. [2024]. However, excessively high weight decay values (τ )
can be detrimental, resulting penalising model weights too harshly. This can lead to a over-smoothed species spatial
densities which don’t capture the actual spatial variations of a species abundance.

We provided a mathematical guarantee to justify the use of a stochastic batched gradient descent algorithm to learn
DeepMaxent on batches of sites, and we further showed that varying the batch size (from 10 to 2500) had a relatively
weak impact on general performances. From a computational perspective, such algorithm drastically reduces the
need for computer memory when training DeepMaxent compared to optimising the loss function on all sites at each
iteration, as only the data for one batch needs to be loaded at a time in memory. Yet, the batch size may affect the
learning trajectory due to the approximation of the partition function, and we noticed its influence on the final model
performance. Similarly to the increasing the weight decay, we observed that decreasing the batch size may smooth
species spatial densities. Although batch size is one of the less sensitive hyperparameters, identifying an optimal
batch size remains important and it may interact with e.g. the learning rate and number of epochs. The use of the
algorithm Adam Kingma [2014], known for its robustness to hyperparameter adjustments, contributed to the stability of
DeepMaxent performances.

10



arXiv A PREPRINT

One classical limitation of PO-based SDMs is the fact that, in many cases, no PA data is available to validate the
model hyperparameters. Although we have seen that DeepMaxent is rather robust to hyperparameter choices, including
mini-batch size, number of hidden layers, and weight decay value, finding the right hyperparameters is required to
obtain optimal results. In order to mitigate this limitation, we verified that hyper-parameter tuning by validating the
results on PO data results on good values being chosen, thus removing the need for PA data during model training.
These results can be found in the Appendix C.
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A Supplementary theoretical aspects

A.1 Relationship between Poisson loss and Maxent loss

For this normalisation, λ and y at site i for a given species j are expressed as the normalised values λ̃ij and ỹij

λ̃ij =
λij∑K

k=1 λkj

(11)

ỹij =
yij∑K

k=1 ykj
(12)

Thus the Poisson loss in a context where intensities and the number of occurrences are normalised per site can be
formulated as follow:

L(λ̃, ỹ) = 1

KN

K∑
i=1

N∑
j=1

(
λ̃ij − ỹij log λ̃ij

)
(13)

=
1

KN

K∑
i=1

N∑
j=1

(
λij∑K

k=1 λkj

− yij∑K
k=1 ykj

log

(
λij∑K

k=1 λkj

))
(14)

=
1

KN

K∑
i=1

N∑
j=1

(
λij∑K

k=1 λkj

)
− 1

KN

K∑
i=1

N∑
j=1

yij log

(
λij∑K

k=1 λkj

)
(15)

=
1

K
− 1

KN

K∑
i=1

N∑
j=1

(
yij∑K

k=1 ykj

)
log

(
λij∑K

k=1 λkj

)
(16)

=
1

K
+ LH(λ, y) (17)

A.2 The case of Maxent

Maximum entropy (Maxent) is a widely used method in species distribution modelling (SDM) that estimates the
distribution of a species on the basis of environmental variables. The objective of Maxent is to approximate the
probability distribution p(x) of species occurrences over a set of sites using PO data. The method maximises the entropy
of the predicted distribution, subject to environmental constraints derived from occurrence data.

The Maxent approach can be seen as a special case of a Poisson Point Process (PPP). A PPP models the occurrence of
species as events in space, with a function λ(x) describing the intensity of occurrences at location x. If we denote by X
the set of all possible sites, the probability density of species occurrence can be written as follows:

p(x) =
λ(x)∫

X
λ(x′)dx′ (18)

Maxent is equivalent to estimating the intensity λ(x) using the environmental variables at each site x. In Maxent, λ(x)
is modelled as a log-linear function of features (e.g. environmental covariates):

λ(x) = exp

(
β0 +

p∑
i=1

βifi(x)

)
(19)

where fi(x) are the environmental characteristics at location x, and βi are the parameters to be learned. The objective
is to estimate βi by maximising the probability of observed occurrences. Given a set of occurrence points S =
{x1, x2, . . . , xn}, the loss function of Maxent is to maximise the likelihood under the assumption of a Poisson process.
The complete Maxent loss can be written as follows:
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L(β) = − 1

n

∑
x∈S

log p(x) + λ

p∑
i=1

|βi| (20)

where p(x) is the probability of occurrence at site x, λ is a regularisation parameter, and |βi| is the L1 regularisation
term that promotes sparsity in the learned coefficients. In Maxent, the partition function Z(β) is used to normalise the
predicted distribution so that the sum of the probabilities is equal to 1. It is defined by the following integral:

Z(β) =

∫
X

exp

(
β0 +

p∑
i=1

βifi(x)

)
dx (21)

The predicted probability of occurrence p(x) is then:

p(x) =
exp (β0 +

∑p
i=1 βifi(x))

Z(β)
(22)

A.3 Minimising the loss on each batch implies minimising the full loss

In DeepMaxent, the term batch is not to be understood in its classical sense in machine learning or statistics. This is
because the formula of the loss for a batch is not simply the restriction of the full loss to the terms of that batch, due to
the partition functions. Thus, unlike in a classical setting, using the SGD with this type of batches might not necessarily
lead to an estimator that is good regarding the full loss. To address this, we show below that an estimator that minimises
all the batch-wise losses actually minimises the full loss, thus justifying the use of the SGD.

Notations: Note for any n ∈ N⋆, ∆n = {t0, ..., tn ∈ Rn+1
∑n

i=0 ti = 1, ∀i, ti ≥ 0} the n-probability simplex, i.e.
the space of probability distributions on a set of n + 1 elements. Without loss of generality, we consider a single
species with occurrence (pseudo-)count yk in site k. ∀k ∈ [1,K], yk > 0, consistently with our implementation, where
0 < δ << 1 is added to each raw occurrence count to avoid numerical problems. For any B ⊂ [1,K], we note
yB := {yk}k∈B , and also apply this notation to λB . We express the batch cross-entropy loss function of DeepMaxent
with our notation in equation 23.

L(λB , yB) = − 1

|B|
∑
k∈B

yk∑
i∈B yi

log

(
λk∑
i∈B λi

)
(23)

According to Gibbs inequality, we have that argmin
p∈∆|B|−1

L(p, yB) = {yk/
∑

i∈B yi}k∈B .

Now, assume that an estimator of the intensity λ∗
[1,K] (∀k ∈ [1,K], λ∗

k > 0) minimises our loss for any batch of size
n (1 < n < K). Formally, λ∗ fulfils the property P (n): ∀B ⊂ [1,K] such that |B| = n, {λ∗

k/
∑

i∈B λ∗
i }k∈B =

{yk/
∑

i∈B yi}k∈B

As a preliminary corollary, we have that P (n) ⇒ P ′(n): ∀B1, B2 ⊂ [1,K]/|B1| = |B2| = n and B1 ∩ B2 ̸=
∅,

∑
i∈B1

λ∗
i∑

i∈B2
λ∗
i
=

∑
i∈B1

yi∑
i∈B2

yi
, because from P (n) we get λ∗

k

yk
=

∑
i∈B1

λ∗
i∑

i∈B1
yi

=
∑

i∈B2
λ∗
i∑

i∈B2
yi

which leads to the result.

Property: P (n) ⇒ P (K), that is, if λ∗ fulfils P (n), it minimises as well the full loss L(λ∗
[1,K], y[1,K]).

Proof: Let’s show that P (n) ⇒ P (n+ 1), implying P (K) by induction.

P (n+ 1) ⇔ ∀B ⊂ [1,K], l ∈ [1,K], k /∈ B, we have {λ∗
k/
∑

i∈B∪{l} λ
∗
i }k∈B∪{l} = {yk/

∑
i∈B∪{l} yi}k∈B∪{l}

Let be such B and l, then ∀i, j ∈ B, i ̸= j,
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λ∗
i∑

k∈B∪l λ
∗
k

=
λ∗
i∑

k∈B∪l\j λ
∗
k + λ∗

j

=
λ∗
i /
∑

k∈B λ∗
k∑

k∈B∪l\j λ∗
k∑

k∈B λ∗
k

+
λ∗
j∑

k∈B λ∗
k

=
P (n),P ′(n)

yi/
∑

k∈B yk∑
k∈B∪l\j yk∑

k∈B yk
+

yj∑
k∈B yk

=
yi∑

k∈B∪l\j yk + yj

=
yi∑

k∈B∪l yk

(24)

So λ∗ satisfies P (n+ 1).

B Dataset description
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51.91°N
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Figure 3: Occurrences for all 20 bird species in Canada, for PO and PA data)
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Figure 4: Distribution of occurrence numbers in cells that contain at least one occurrence for each region and biological
group: (a) AWT bird, (b) AWT plant, (c) CAN bird, (d) NSW bates, (e) NSW bird, (f) NSW plant, (g) NSW reptile, (h)
NZ plant, (i) SA plant and (j) SWI tree
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Figure 5: Species occurrence numbers in PO data for each region and biological group: (a) AWT bird, (b) AWT plant,
(c) CAN bird, (d) NSW bates, (e) NSW bird, (f) NSW plant, (g) NSW reptile, (h) NZ plant, (i) SA plant and (j) SWI
tree. It’s displayed in descending order. Colours correspond to abundance classes: Common, Intermediate, and Rare
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C A suggestion for cross-validating DeepMaxent using PO data

In this study, model calibration was performed using presence-only (PO) data, whereas model evaluation used presence-
absence (PA) data with a specific metric, the Area Under the Curve (AUC). This difference introduces a fundamental
challenge in choosing the appropriate evaluation metric in the cross-validation step using PO data. PO and PA data
are collected under different conditions with bias related to inhomogeneous sampling effort in the case of PO data. To
fine-tune the DeepMaxent model’s hyperparameters, spatial blocking was employed for cross-validation, drawing on
geographical data to optimise the model’s performance. The cross-validation was performed following the approach of
Zbinden et al. [2024], Roberts et al. [2017]. In more detail, we performed a spatially stratified 10-fold cross-validation
using a grid of 25 spatial blocks. Each fold used a unique subset of blocks for validation, distinct from previous folds,
with blocks selected randomly yet balanced to ensure an even distribution of presence data across folds.

Table 4: Parameters and Tested Values for cross-validation.
Parameter Tested Values
Batch Size 250, 2500
Hidden Layers 1, 2, 3
Weight Decay 10−3, 10−2 , 10−1

To achieve this, all combinations of hyperparameter values visible in Table 4 were evaluated. The evaluation criterion
used was the average AUC across all validation sets. The optimal model was obtained with two hidden layers, a learning
rate of 0.0002, a weight decay of 10−2 and a batch size of 250.

Table 5: All combinations of hyperparameter values and their cross-validation results on PO data.
Batch Size Hidden Layers Weight Decay AUC_CV
250 1 0.0001 0.632
250 1 0.001 0.631
250 1 0.01 0.649
250 2 0.0001 0.654
250 2 0.001 0.659
250 2 0.01 0.673
250 3 0.0001 0.619
250 3 0.001 0.624
250 3 0.01 0.635
2500 1 0.0001 0.634
2500 1 0.001 0.631
2500 1 0.01 0.632
2500 2 0.0001 0.659
2500 2 0.001 0.659
2500 2 0.01 0.660
2500 3 0.0001 0.617
2500 3 0.001 0.619
2500 3 0.01 0.634

To obtain optimal hyperparameter values, one of the main challenges is to find the right combination of hyperparameters
during cross-validation while maintaining computational efficiency. Techniques such as subsampling the dataset
or limiting the training process to a reduced number of epochs can help to reduce the computational time for each
configuration.

D Supplementary results

D.1 Batch size effect on model performance

The impact of batch size on the average AUC values obtained by the DeepMaxent method in the different regions of the
dataset is illustrated in Table 6.
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Table 6: Impact of batch size on DeepMaxent performance across different regions. The table presents the accuracy
scores for each region (AWT, CAN, NSW, NZ, SA, SWI) and the average (avg) performance across all regions.

Batch size regions

AWT CAN NSW NZ SA SWI avg

10 0.702 0.732 0.747 0.755 0.805 0.848 0.765
25 0.705 0.731 0.748 0.755 0.805 0.849 0.765
100 0.711 0.730 0.754 0.755 0.804 0.849 0.767
250 0.714 0.732 0.752 0.754 0.803 0.850 0.767
1000 0.715 0.733 0.750 0.749 0.801 0.848 0.766
2500 0.716 0.733 0.748 0.742 0.800 0.847 0.764

The mean AUC values for small batch sizes such as batch size 10 averaged 0.765. Increasing the batch size to 25 does
not improve the overall AUC. Even though very small, the improvement comes mainly from AWT, NSW, and SWI. The
average AUC in all regions shows better values for batch sizes of 100 and 250, with values of 0.767. Conversely, when
the batch size increases to 1000 or 2500, the average AUC values for all regions decrease, reaching 0.766 and 0.764,
respectively.

When analysing specific regions, we notice that regions like AWT and NSW show high variability in their AUC values.
AWT exhibits the most instability, as its AUC value fluctuates between 0.702 and 0.716 across different batch sizes,
suggesting that it may require a larger batch size for consistent performance. Conversely, SWI maintains a high AUC
value around 0.848 with minimal changes, indicating that it is relatively unaffected by batch size variations. Similarly,
regions such as CAN, NSW and SA also show limited impact, with AUC values remaining close to 0.732, 0.751 and
0.801, respectively, regardless of the batch size.

For some regions, such as SWI and CAN, the effects of batch size appear to be minimal, with good approximations
obtained regardless of batch size. However, a medium batch size can improve computational efficiency on machines,
providing a balance between performance and resource utilisation compared to larger batch sizes. On the other hand,
the AWT remains the most unstable region, indicating that it requires more precise parametrisation to achieve optimal
performance.

D.2 Influence of hidden layer number on model performance

Table 7 presents the impact of hidden layer number on the performance of the DeepMaxent model, measured by AUC
values across regions: AWT, CAN, NSW, NZ, SA, and SWI.

Table 7: Impact of hidden layer number on DeepMaxent performance with L2 regularisation (w=1e-2) across different
regions. The table presents AUC value for each region (AWT, CAN, NSW, NZ, SA, SWI) and the average (avg) AUC
across all regions.

Hidden layer number regions

AWT CAN NSW NZ SA SWI avg

1 0.719 0.735 0.753 0.751 0.800 0.847 0.767
2 0.714 0.732 0.752 0.754 0.803 0.850 0.767
3 0.710 0.729 0.752 0.752 0.805 0.850 0.766
4 0.705 0.727 0.748 0.752 0.805 0.849 0.764
5 0.703 0.722 0.743 0.749 0.806 0.848 0.762
6 0.698 0.719 0.739 0.747 0.806 0.847 0.759

In some regions, the AUC values decrease as the number of hidden layers increases. For instance, in AWT, CAN and
NSW, the highest AUC values are achieved with just one hidden layer. In contrast, for regions like SA, increasing the
number of layers leads to a slight improvement in AUC performance, reaching an AUC value of 0.806. In other regions,
an optimum is reached, such as in SWI with an AUC of 0.850 and NZ with 0.754, both with two hidden layers. With
one layer, the model achieves an average AUC of 0.767, the highest overall, particularly performing well in regions like
AWT with a AUC of 0.720 and NSW with an AUC of 0.754.

The impact of the number of hidden layers varies by region. In some cases, the changes are minimal, such as for SWI,
where the AUC fluctuates by only 0.003, while for the AWT dataset, the variations are more pronounced. Overall, using
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one or two hidden layers results in the highest average AUC across all regions, at 0.767. However, with two hidden
layers, the model produces the highest or second-highest scores in most regions, suggesting that this configuration may
represent the optimal balance across all regions rather than favouring a specific one. This is further supported by the
Pearson correlation values provided in the appendix (see Table 11).

D.3 Sensitivity to the L2 regularisation weight

The average AUC values per region and across all regions for various weight decay values are shown in Table 8.

Table 8: Comparison of DeepMaxent performance according to different weight decay values for L2 regularisation. The
criteria are the average AUC per region and the average AUC for all regions. The best average AUC for each column is
highlighted in bold, while the second-best averaged AUC is underlined.

weight decay value regions

AWT CAN NSW NZ SA SWI avg

0 0.713 0.719 0.750 0.744 0.804 0.843 0.762

1e-6 0.713 0.719 0.750 0.744 0.804 0.843 0.762
3e-6 0.713 0.719 0.750 0.744 0.804 0.843 0.762
1e-5 0.713 0.719 0.750 0.744 0.804 0.844 0.762
3e-5 0.713 0.721 0.750 0.746 0.804 0.845 0.763
1e-4 0.713 0.726 0.751 0.750 0.804 0.848 0.765
3e-4 0.714 0.732 0.752 0.754 0.803 0.850 0.767
1e-3 0.718 0.734 0.753 0.745 0.799 0.843 0.765
3e-3 0.722 0.732 0.749 0.723 0.780 0.833 0.757
1e-2 0.716 0.730 0.740 0.707 0.754 0.805 0.742
3e-2 0.691 0.705 0.715 0.662 0.737 0.780 0.715
1e-1 0.642 0.661 0.670 0.585 0.669 0.718 0.657
3e-1 0.592 0.636 0.615 0.560 0.604 0.644 0.609

Without regularisation (with w=0), DeepMaxent method achieved an average AUC value of 0.762, highlighted already
a strong performance in comparison of classic method (see Table 2). When L2 regularisation with a weight decay value
of w = 1× 10−6 or w = 1× 10−5 is applied, the AUC values for each region, as well as the overall average AUC,
remain approximatively unchanged. Marginal improvements on the order of 0.001 are observed for Switzerland. These
results are therefore approximately the same as those without regularisation. This suggests that the weight decay value
is too small to significantly affect the outcomes, resulting in minimal L2 regularisation.

When the weight decay value is increased to w = 3× 10−5, slight changes are observed, with noticeable improvements
particularly in CAN and SWI regions. The overall average AUC begins to be affected by regularisation, with an overall
AUC value of 0.763. With a weight decay value of 1× 10−4, regularisation has a more pronounced effect on the results,
yielding an overall average AUC of 0.765. Significant improvements are observed, particularly for CAN and SWI, with
AUC values of 0.726 and 0.848, respectively. When weight decay has a value of 3 × 10−4, the overall AUC is the
highest with a value of 0.767. In addition, five of the six regions obtained the best or the second-best values in this
ablation study. This is the case for CAN, NSW, NZ, SA and SWI with AUC values of 0.732, 0.752, 0.754, 0.803 and
0.850, respectively.

On the other hand, with higher weight decay values, the overall average AUC across all regions decreases. For a
weight decay value of 3× 10−2, the mean AUC decreases slightly to reach a value of 0.742. All AUC values for all
regions decrease. Finally, with higher weight decay values of 1× 10−1 and 3× 10−2, the overall mean AUC decreases
significantly.

In a multi-species Maxent model, applying a normalisation based on the sum of y (presences weighted by probability)
for each species can indeed impact the distribution of relative presence probabilities between abundant and rare species.
When a uniform weight is assigned to each species (for example, setting each species’ weight to 1), there is a risk that
abundant species will have their occurrences assigned lower probabilities, while, conversely, the occurrences of rare
species may be prioritised.
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Table 9: AUC values by bird species in Canada (Ontario) dataset according to different loss functions. The best average
AUC for each species (row) is highlighted in bold, while the second-best AUC value is underlined.

spid count class Batch size
10 25 100 250 1000 2500

can01 16 rare 0.943 0.942 0.941 0.942 0.942 0.942
can02 740 abundant 0.709 0.708 0.707 0.707 0.705 0.706
can03 165 rare 0.658 0.655 0.655 0.659 0.662 0.670
can04 42 rare 0.755 0.754 0.741 0.750 0.767 0.786
can05 138 rare 0.656 0.657 0.653 0.651 0.647 0.638
can06 27 rare 0.886 0.886 0.886 0.886 0.886 0.885
can07 221 rare 0.695 0.692 0.690 0.687 0.673 0.663
can08 322 common 0.552 0.554 0.556 0.557 0.555 0.547
can09 119 rare 0.731 0.733 0.735 0.735 0.724 0.714
can10 234 rare 0.700 0.700 0.703 0.703 0.696 0.691
can11 478 common 0.594 0.591 0.590 0.592 0.590 0.590
can12 312 rare 0.848 0.847 0.846 0.846 0.846 0.846
can13 39 rare 0.701 0.695 0.687 0.682 0.681 0.689
can14 18 rare 0.923 0.921 0.918 0.919 0.920 0.921
can15 721 abundant 0.622 0.618 0.627 0.636 0.638 0.644
can16 57 rare 0.858 0.853 0.844 0.843 0.848 0.853
can17 313 rare 0.786 0.789 0.789 0.794 0.799 0.801
can18 612 common 0.762 0.760 0.764 0.765 0.779 0.792
can19 109 rare 0.482 0.488 0.494 0.511 0.519 0.498
can20 380 common 0.778 0.779 0.777 0.776 0.778 0.782

Table 10: AUC values by bird species in Canada (Ontario) dataset according to different weight decay values.
spid count class w=0 w=1e-6 w=3e-6 w=1e-5 w=3e-5 w=1e-4 w=3e-4 w=1e-3 w=3e-3 w=1e-2 w=3e-2 w=1e-1 w=3e-1

can01 16 rare 0.941 0.941 0.941 0.941 0.942 0.942 0.943 0.942 0.943 0.943 0.895 0.729 0.541
can02 740 abundant 0.706 0.706 0.705 0.705 0.705 0.706 0.706 0.708 0.716 0.721 0.717 0.702 0.688
can03 165 rare 0.652 0.652 0.653 0.653 0.654 0.656 0.661 0.673 0.674 0.667 0.662 0.627 0.579
can04 42 rare 0.728 0.728 0.731 0.731 0.734 0.743 0.764 0.801 0.783 0.765 0.710 0.547 0.544
can05 138 rare 0.649 0.650 0.649 0.649 0.650 0.649 0.648 0.639 0.625 0.621 0.611 0.554 0.520
can06 27 rare 0.887 0.887 0.887 0.887 0.886 0.886 0.886 0.886 0.884 0.883 0.845 0.736 0.666
can07 221 rare 0.683 0.683 0.682 0.682 0.682 0.682 0.678 0.663 0.657 0.662 0.662 0.621 0.602
can08 322 common 0.562 0.562 0.562 0.562 0.561 0.560 0.555 0.539 0.525 0.521 0.526 0.526 0.522
can09 119 rare 0.739 0.739 0.738 0.738 0.737 0.735 0.728 0.704 0.689 0.699 0.712 0.674 0.604
can10 234 rare 0.705 0.705 0.705 0.704 0.704 0.702 0.697 0.687 0.679 0.668 0.656 0.611 0.556
can11 478 common 0.590 0.590 0.590 0.590 0.591 0.591 0.591 0.592 0.595 0.595 0.592 0.575 0.558
can12 312 rare 0.844 0.844 0.844 0.844 0.845 0.846 0.846 0.848 0.850 0.848 0.844 0.829 0.775
can13 39 rare 0.651 0.652 0.652 0.652 0.656 0.665 0.682 0.712 0.734 0.732 0.690 0.621 0.581
can14 18 rare 0.902 0.902 0.903 0.904 0.907 0.913 0.919 0.922 0.923 0.921 0.772 0.582 0.555
can15 721 abundant 0.618 0.617 0.620 0.620 0.624 0.629 0.640 0.656 0.675 0.696 0.674 0.605 0.568
can16 57 rare 0.825 0.825 0.826 0.826 0.830 0.836 0.847 0.856 0.856 0.854 0.817 0.759 0.611
can17 313 rare 0.779 0.780 0.781 0.781 0.785 0.791 0.799 0.800 0.788 0.770 0.757 0.708 0.630
can18 612 common 0.760 0.760 0.761 0.761 0.762 0.764 0.775 0.795 0.799 0.798 0.789 0.759 0.690
can19 109 rare 0.534 0.535 0.535 0.536 0.536 0.533 0.521 0.474 0.461 0.469 0.481 0.483 0.487
can20 380 common 0.776 0.776 0.776 0.776 0.776 0.775 0.776 0.784 0.780 0.768 0.758 0.709 0.621

Table 11: Impact of hidden layer number on DeepMaxent performance with L2 regularisation (w=1e-2). The table
presents average AUC and Pearson coefficient values across all regions.

Hidden layer number avg AUC avg Pearson Coefficient

1 0.767 0.244
2 0.767 0.247
3 0.767 0.242
4 0.764 0.234
5 0.762 0.228
6 0.759 0.222
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Table 12: Impact of batch size on DeepMaxent performance across all regions. The table presents average AUC and
Pearson coefficient values across all regions.

Batch size avg AUC avg Pearson Coefficient

10 0.765 0.231
25 0.765 0.236
100 0.767 0.244
250 0.767 0.247
1000 0.766 0.245
2500 0.764 0.241

Table 13: Comparison of method performance of DeepMaxent using TGB and using a equal weight between species by
region-averaged AUC and averaged over all regions. The best average AUC for each column is highlighted in bold,
while the second-best averaged AUC is underlined

weight decay value regions

AWT CAN NSW NZ SA SWI avg

0 0.717 0.728 0.737 0.745 0.804 0.844 0.762
1e-6 0.716 0.725 0.742 0.745 0.804 0.844 0.763
3e-6 0.716 0.726 0.742 0.746 0.804 0.844 0.763
1e-5 0.716 0.727 0.742 0.746 0.805 0.846 0.763
3e-5 0.717 0.729 0.741 0.746 0.804 0.845 0.764
1e-4 0.716 0.731 0.740 0.745 0.799 0.839 0.761
3e-4 0.711 0.730 0.735 0.738 0.782 0.826 0.754
1e-3 0.687 0.727 0.716 0.707 0.755 0.795 0.731
3e-3 0.629 0.700 0.681 0.682 0.708 0.776 0.696

Table 14: Comparison of performance using DeepMaxent without TGB approach according to different weight decay
values. The highest average AUC for each column is highlighted in bold, with the second-highest average AUC
underlined.

Weight decay value regions

AWT CAN NSW NZ SA SWI avg
1e-1 0.691 0.455 0.594 0.679 0.746 0.647 0.635
1e-2 0.665 0.469 0.691 0.719 0.773 0.770 0.681
1e-3 0.654 0.593 0.718 0.744 0.803 0.810 0.720
1e-4 0.652 0.601 0.713 0.731 0.802 0.803 0.717
1e-5 0.651 0.596 0.712 0.729 0.802 0.799 0.715
1e-6 0.652 0.595 0.712 0.730 0.802 0.798 0.715
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